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Literatura o embeddingach i oryginalnos¢ metody rdzeni semantycznych

Metoda budowy rdzeni semantycznych przedstawiona w tym dokumencie nie posiada
bezposredniego odpowiednika w istniejacej literaturze o embeddingach tekstu. Nie wynika to
z braku badan nad reprezentacjami semantycznymi, lecz z faktu, ze wspotczesne prace
koncentrujg si¢ na poziomie modeli, wektoréw 1 przeksztatcen przestrzeni, a nie na formalnej
konstrukcji jednostek znaczeniowych, ktore uzytkownik wprowadza do systemu.

Najblizsze obszary literatury, z ktorych ta metoda czerpie inspiracje, to:
1. Embedded representations (prace o embeddingach tekstowych)

Badania nad reprezentacjami wektorowymi (BERT, GPT, fastText, GloVe i nowsze generacje
modeli OpenAl) opisuja:

e jak tekst staje si¢ wektorem,
e jak modele rozpoznajg relacje semantyczne,
e jak dziata podobienstwo kosinusowe.

Jednak nie opisuja, jak precyzyjnie konstruowa¢ zdania wejsciowe tak, by wektory byty
maksymalnie jednoznaczne. To pozostaje domeng praktyki.

2. Interpretowalne embeddingi i semantyczne przestrzenie

Literatura o ,,interpretable embeddings” i ,,semantic feature spaces” (gtownie arXiv) bada, jak
reprezentacje wektorowe ujawniajg ukryte cechy, w tym:

e kierunki semantyczne,
e operatory kulturowe,
e relacje symboliczne.

To najblizszy teoretycznie obszar, bo dotyka zagadnienia przejrzystosci znaczenia, jednak nie
daje zadnych operacyjnych zalecen dotyczacych budowy zdan, tylko opisuje zachowanie
przestrzeni.

3. Praktyka systemow RAG i wyszukiwania semantycznego
W literaturze dewelopersko-inzynieryjnej pojawiaja si¢ wskazowki o:
e optymalizacji zapytan,
e redukcji szumu leksykalnego,
e uzywaniu statego stownika,
¢ unikaniu negacji i pytan w zapytaniach wektorowych.

To sa sygnaty intuicyjnie zgodne z mojg metoda, ale nadal - nie istnieje zadna formalna
,,szkota rdzeni”.

4. Oryginalno$¢ podejscia rdzeni semantycznych

To, co przedstawiam w tym dokumencie, jest autorska, sp6jna metoda reprezentacji
kulturowej w przestrzeni embeddingéw. Jej kluczowe elementy nie wystgpuja w literaturze
naukowej ani technicznej jako zestaw regut:
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e definicja rdzenia jako minimalnej jednostki procesu kulturowego,

e twardy zakres dlugosci 7—14 stow,

e cksplicytne rozrdéznienie kotwicy, procesu, przedmiotu i pola,

e zakaz negacji, pytan, modalnos$ci i metafor,

e zakaz strony biernej jako warunek jednoznacznosci kierunku dziatania,

e formalny model dwoch typow procesualnosci: kanonicznej (czasownikowe;j) i
nominalnej,

e Jlogika operatora sprawczos$ci, w tym model autoreferencyjny,
e spdjny stownik rdzeni jako narzedzie stabilizacji przestrzeni wektorowe;.
To podejscie taczy trzy dziedziny, ktére normalnie nie wystepujg razem:
1. Antropologi¢ i teori¢ kultury — bo strukturalizuj¢ procesy kulturowe;
2. Inzynieri¢ reprezentacji wektorowej — bo projektuj¢ zdania pod embedding;

3. Praktyke wyszukiwania semantycznego (RAG, FAISS) — bo rdzenie s operacyjne, nie
teoretyczne.

W rezultacie otrzymuje pierwszy w praktyce konsekwentny ,,kodeks rdzeni semantycznych”,
ktérego nie znajdziemy w zadnej publikacji naukowe;.

To nowa metodologia, kompatybilna z mechanikg embeddingow, ale wykraczajaca poza
dotychczasowe standardy.

Problem

Analizowany temat to kulturotworcza rola leku przed $miercig (LPS). Literatura tego
przedmiotu jest obszerna, szacuj¢ ja na kilkanascie do kilkudziesigciu tysigcy stron.

Jaki$ czas temu zadatem sobie pytanie: co konkretnie znaczy, ze Iek przed $miercig jest silnie
kulturotworczy. Odpowiedzi mieszcza si¢ pomiedzy dwoma biegunami. Pierwszy operuje na
skali globalnej. Stwierdza, ze cata kultura jest odpowiedzig na LPS i podaje wyrywkowe
przyktady (np. Becker, TMT). Drugi koncentruje si¢ na konkretach. Pokazuje, ze lek przed
smiercig (LPS) ma wplyw na tysigce artefaktow kulturowych, od praktyk zatobnych przez
zmiany jezyka po normy moralne i kierunki rozwoju nauki.

Pytanie brzmi, co cala literatura przedmiotu o tym wszystkim méwi. Stworzmy problemowy
przeglad naszej wiedzy. Zbudujmy list¢ szczegdlowych pytan/zagadnien na temat
kulturotworczej roli leku przed $miercig (LPS) 1 skierujmy ja do literatury.

Niech do kazdego pytania/zagadnienia, na przyktad ‘Lek przed Smiercig wspotksztattuje
zmiany estetyki nagrobkow 1 tresci epitafiow w XX 1 XXI wieku’ czy ,,Lek przed $§miercig
wptywa na sposéb komunikowania o Smierci w mediach i edukacji’ zostang przypisane
fragmenty literatury, ktére doktadnie o tym mowia, doktadnie to zagadnienie analizuja.

Spotkanie pytan z literaturg nastgpi w tak zwanym modelu embeddingowym. Zamienia on
literaturg 1 pytania na posta¢ cyfrowa. Model koduje standardowe (co do rozmiarow)
fragmenty tekstow i1 nasze pytania na pojedyncze wektory w 1536-wymiarowej przestrzeni
tensorowe;j. Jest to jednocze$nie przestrzen semantyczna, w ktorej odlegtosci migdzy
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wektorami odzwierciedlajg relacje znaczeniowe - podobienstwo pojec, kontekstow 1
wigkszych struktur tekstowych.

Fragmenty tekstow i pytania zamienione na wektory nazywaja si¢ embeddingami. Wszystkie
embeddingi przejda do kolejnego programu, modutu wyszukiwawczego FAISS. Program
FAISS pekni funkcje silnika wyszukiwania wektorowego: wczytuje z modelu
embeddingowego embeddingi tekstow oraz embeddingi pytan i przeszukuje przestrzen 1536-
wymiarowych wektorow w celu znalezienia najbardziej semantycznie zblizonych fragmentow
tekstow 1 pytan. Co z tym zrobimy dalej, zalezy od nas.

Pytania, réwniez te w jezyku naturalnym, kierowane do literatury umieszczonej w modelu
embeddingowym musza mie¢ konstrukcje, ktéra daje si¢ zamieni¢ na ,,dobry” embedding. Co
to znaczy dobry, o tym traktuje ten tekst.

Czym jest rdzen semantyczny — definicja, cel, zakres zastosowania

Rdzen semantyczny to zwigzte, jednoznaczne twierdzenie o procesie, czyli o mechanizmie:
kto/co na co dziala, w jaki sposob 1 w jakim polu kultury. Nie jest to ani cytat z tekstu, ani
streszczenie artykutu, ani pytanie badawcze. Rdzen jest zaprojektowany po to, aby mozna go
byto przeksztalci¢ w swego rodzaju zapytanie pod adresem literatury na okreslony temat,
ktora zostata przetworzona cyfrowo i wprowadzona do specjalnego programu, zwanego
modelem embeddingowym (ME).

Model embeddingowy (ME) rozumie tre$¢ literatury w tym sensie, ze mozna mu zadac
pytanie problemowe z nig zwigzane i uzyska¢ fragment(y) tekstow, ktore doktadnie o tym
problemie traktuja. Mowiac inaczej, rdzen jest ciggiem wyrazdw, ktore mozna przeksztatci¢ w
stabilny embedding — wektor semantyczny, ktory dobrze reprezentuje konkretng dynamike
kulturowa.

Zasady opisane w tym dokumencie sg ogoélne — mozna je stosowa¢ w bardzo réznych
projektach, niezaleznie od tego, czy kotwicg jest ,,rewolucja cyfrowa”, ,,modernizacja
religijnosci”, ,,rodzina nuklearna”, czy cokolwiek innego.

Przyktady, ktore pojawiajg si¢ dalej, pochodzg z konkretnego projektu badawczego:
,Kulturotworcza rola leku przed $miercig (KR-LPS)”

1 dotycza tego, jak lek przed $miercig (LPS) wplywa na rytuaty, symbole, normy, narracje,
praktyki zatobne czy struktury spoteczne. LPS jest tu wigc ilustracja zasad, a nie warunkiem
ich stosowania.

Rdzen ma peti¢ réwnoczesnie kilka funkcji:

e by¢ transparentny semantycznie — w jednej lekturze (1-2 sekundy) wiadomo, o jaki
proces chodzi,

e Dbyc¢ stabilny embeddingowo — ten sam rdzen powinien zawsze przyciggac teksty o
podobnym typie zjawiska,

e Dby¢ operacyjny — dac si¢ tatwo zweryfikowac: czy spetnia kryteria dtugosci,
procesualnosci, jednego pola, kotwicy itp.

,Operacyjny” znaczy taki, ktory mozna systematycznie audytowaé. Rdzen da si¢ przepuscic
przez checkliste (patrz koniec dokumentu) i jednoznacznie odpowiedzie¢, czy jest poprawny,

© Jacek Kwasniewski 2026 4



czy wymaga poprawki. W tym sensie rdzen jest jednostkg pracy analitycznej — najmniejszym
klockiem, na ktoérym stoi system wyszukiwania i analizy semantycznej

Kotwica tematyczna (agens procesu)

Kotwica jest pierwszym elementem rdzenia i1 petni funkcje agensu, czyli czynnika
sprawczego procesu, w przypadku naszego projektu, procesu kulturowego. W rdzeniach
semantycznych kotwica nie jest ,,tematem zdania”, lecz zrodlem dynamiki: to ona generuje
potrzebg przeksztalcenia, oswojenia, reinterpretacji czy reorganizacji.

W projekcie KR-LPS (kulturotworcza rola leku przed $miercig) kotwica jest ,,Lek przed
$miercig”’, rozumiany nie jako indywidualne przezycie psychiczne, lecz jako czynnik
kulturotwoérczy — co$, co wymusza na kulturze okreslone odpowiedzi (rytualne, symboliczne,
normatywne, narracyjne).

Agens — definicja operacyjna

Agens to czynnik sprawczy procesu. Oznacza to, ze:

¢ inicjuje proces (bez niego proces by nie zaszedt albo miatby inng postac),
e wyznacza kierunek dzialania (od kotwicy do przedmiotu procesu),
e organizuje calg sytuacj¢ kulturowg opisywang rdzeniem.

W rdzeniach semantycznych chodzi przede wszystkim o agens przyczynowy, a nie o agensa
wykonawczego. To nie jest kto$, kto ,,cos robi”, tylko czynnik, ktory powoduje, ze co$§ musi
by¢ zrobione.

W tym sensie lek przed $miercig (LPS) jest agensem: nie ,,oswaja” sam w sobie, ale wywotuje
potrzebg oswojenia; nie ,,przeksztalca rytualdw rekami aktoréw”, ale powoduje, ze rytuaty sa
przeksztalcane.

Typy agensa: wykonawczy i przyczynowy

e Agens wykonawczy — klasyczny podmiot dziatania (,,artysta maluje obraz”, ,,kaptan
odprawia rytuat”). W rdzeniach semantycznych pojawia si¢ rzadko, bo rdzenie nie
opisujg pojedynczych aktow, tylko mechanizmy kulturowe.

e Agens przyczynowy — czynnik, ktorego obecno$¢ generuje proces (np. lek przed
$miercig, tabu, normy moralne, powstanie nowych technologii, rozw6j nowych
instytucji). To jest gtowny typ agensa, z ktorym pracujemy.

W praktyce rdzenie prawie zawsze bazuja na agensie przyczynowym.
Dlaczego kotwica stoi na poczatku rdzenia

Umieszczanie kotwicy na poczatku rdzenia:

e uyjednolica strukturg catego korpusu,

e od razu pokazuje, co jest czynnikiem sprawczym,

e pomaga modelowi embeddingowemu ,,zrozumiec”, ze wszystkie te procesy sa
projekcjami jednego czynnika,
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e ulatwia klastrowanie (rdzenie z tg sama kotwicg grupujg si¢ w spojne zbiory),
e pozwala szybko sprawdzi¢, czy dany rdzen w ogdle nalezy do danego projektu.

Dlatego standardem jest rozpoczynanie rdzenia od kotwicy — zwtaszcza w projektach takich
jak kulturotworcza rola Igku przed $miercig (KR-LPS), gdzie jeden czynnik ma by¢
konsekwentnie §ledzony w wielu polach kultury.

Kotwica to nie temat zdania

Kotwica nie jest tym samym, co ,,temat zdania” czy ,,obszar zainteresowania”.

Zdanie typu: ,,Lek przed $miercig a symbolika zatobna” nie jest poprawnym rdzeniem, bo nie
zawiera procesu ani kierunku - to tylko zestawienie dwdch pol.

Kotwica ma peti¢ funkcj¢ agensu przyczynowego, a nie tylko nazwy obszaru badan. Rdzen
musi odpowiada¢ na pytanie: co LPS robi z danym polem?, a nie: z czym lgk przed $miercia
wspotwystepuje?

Czy kotwica moze nie sta¢ na poczatku?

Teoretycznie mozna zbudowac¢ poprawny rdzen, w ktoérym kotwica nie stoi na poczatku
zdania — np. gdy sktadnia wymaga innego szyku, albo gdy przedmiot procesu musi by¢
wysuni¢ty na czoto ze wzgledu na przejrzystosc.

W praktyce jednak:

e zdecydowana wigkszo$¢ rdzeni moze (i powinna) by¢ sformutowana z kotwicg na
poczatku,

e ta postac jest najbardziej jednoznaczna semantycznie,

e zapewnia najwigkszg stabilno$¢ embeddingow3q i spdjnos¢ korpusu.

Dlatego w projektach takich jak KR-LPS (kulturotworcza rola Igku przed $miercia)
przyjmujemy zasade domys$lng:

Kotwica stoi na poczatku rdzenia, a wyjatki traktujemy jako przypadki rzadkie, posiadajace
szczegblnie uzasadnione.

Struktura logiczna rdzenia

Na poziomie znaczenia struktura kazdego rdzenia jest taka sama, niezaleznie od tego, czy
uzywamy formy czasownikowej (model kanoniczny), czy nominalnej (model nominalny).
Rdzen zawsze da si¢ rozpisa¢ wedlug schematu:

kotwica (agens) — element procesualny — przedmiot procesu — pole / kanat / kontekst

Przyktad: ,,Lek przed $miercig ksztattuje do§wiadczenie zatoby poprzez praktyki zatobne w
kulturze miejskiej XX wieku.”

e Kotwica (agens) — gtowny czynnik sprawczy rdzenia (w projekcie KR-LPS: ,,Lek
przed $miercia”).
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e Element procesualny — proces, ktory si¢ dokonuje (np. ksztaltuje, transformuje,
oswaja, reinterpretuje, amortyzuje, ksztaltowanie, transformacja, oswajanie,
reinterpretacja, amortyzacja).

e Przedmiot procesu — to, co bezposrednio podlega dziataniu (Igk, doswiadczenie
zatoby, normy, relacje, symbolika, rytuaty).

e Pole/kanatl / kontekst dzialania — to, w czym i poprzez co proces si¢ realizuje
(rytuaty, ikonografia, instytucje, praktyki zalobne, typ kultury, epoka).

W calym tekscie uzywamy konsekwentnie:

e ,przedmiot procesu” — dla tego, co jest przeksztatcane,
e . pole/kanat dziatania” — dla tego, poprzez co proces przebiega.

Element procesualny

Kazdy rdzeh musi zawiera¢ element procesualny, poniewaz rdzen opisuje mechanizm
kulturowy, a nie temat, kategori¢ czy powiazanie. Procesualnos¢ to centrum znaczenia
rdzenia: wskazuje, co si¢ dzieje i jak przebiega zmiana.

Element procesualny moze przyja¢ dwie rownorz¢dne formy:

¢ model kanoniczny (czasownikowy) — proces wyrazony jest dynamicznym
czasownikiem,

¢ model nominalny (nominalizacja procesu) — proces wyrazony jest rzeczownikiem
odczasownikowym 1 wymaga operatora sprawczosci.

Oba modele sg zgodne ze strukturg z punktu 3:

kotwica (agens) — operator sprawczosci / czasownik procesualny — przedmiot procesu —
pole/kontekst dziatania

Model kanoniczny (czasownikowy)

To forma podstawowa, najprostsza i najbardziej przejrzysta.
Procesualno$¢ jest tu wyrazona czasownikiem w stronie czynnej, np.:

ksztaltuje, przeksztatca, wytlumia, inspiruje, organizuje, kanalizuje, intensyfikuje, rozluznia,
modeluje, redefiniuje.

Struktura rdzenia wyglada wtedy tak:

kotwica — robi co$ (czasownik procesualny) — przedmiot procesu — pole / kanat / kontekst
Dlaczego czasownik czynny?

Bo jednoznacznie okresla kierunek dziatania, ktérego embedding nie musi si¢ ,,domys$lac”.
Czego nie uzywac?

Pseudo-czasownikow statycznych:

e dotyczy,
e odnosi si¢ do,
e pozostaje w relacji z,
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e zwigzany jest z.
Te formy nie opisujg procesu, lecz relacj¢ tematyczng — i1 sg bezuzyteczne dla embeddingu.
Przyktady dobrych rdzeni czasownikowych

o Lek przed Smiercig w XX wieku zmienit rytuaty pogrzebowe w kulturze miejskie;j.”
o ,Lek przed $miercig wspotksztattuje rozroznienia dobra i zta.”
o Lek przed sSmiercig ksztaltuje debatg o znaczeniu $mierci w kulturze.”

Wszystkie maja:

e jasny proces,

okreslony przedmiot dziatania,
jedno pole kulturowe,

e strong czynna.

Przyktady ztych rdzeni czasownikowych

o ,Lek przed $miercig zmienia kulture.” — pole zbyt ogélne.
e Lek przed sSmiercig a dobro i zto.” — brak procesu.
o Lek przed Smiercig a debata o $mierci.” — samo zestawienie pojec.

Model nominalny (nominalizacja procesu)

W tym modelu proces wyrazony jest nominalizacja (rzeczownikiem odczasownikowym):

oswajanie, amortyzacja, ksztalttowanie, reinterpretacja, kanalizacja, symbolizacja,
instytucjonalizacja.

Jednak nominalizacja nigdy nie moze sta¢ samodzielnie, poniewaz nie zawiera informacji o
tym, kto/co uruchamia proces. Rzeczownik odczasownikowy (,,oswajanie”, ,,amortyzacja”,
,»ksztaltowanie”, ,,reinterpretacja”) sam z siebie nie mowi jeszcze, co jest oswajane,
amortyzowane, ksztalttowane czy reinterpretowane.

Dlatego model nominalny zawsze wymaga operatora sprawczosci, czyli element faczacy
kotwice z procesem.

Operator sprawczo$ci wystepuje w dwoch rodzajach:

(1) Operator sprawczosci czasownikowy (czasownik inicjujacy)
inicjuje, prowadzi do, wywotuje, uruchamia

(2) Operator sprawczosci kauzalny (fraza sprawcza)

przez Igk, pod wptywem leku, wskutek leku, motywowane lgkiem

To jest jeden i ten sam element logiczny — r6zne formy, jedna funkcja.
Przedmiot procesu musi by¢ jawnie wskazany

Nominalizacja typu:

e oswajanie
e amortyzacja
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e ksztaltowanie
e reinterpretacja

sama w sobie nie méwi, co jest oswajane, amortyzowane czy reinterpretowane.
Dlatego rdzen musi zawiera¢ wyrazny przedmiot procesu:

e oswajanie leku...”
e amortyzacja Igku...”
e redefinicja symboliki zatoby...”

Formy typu:
,oswajanie poprzez ikonografi¢ $mierci”

sa bledne — brakuje przedmiotu procesu.
Kotwica musi pozosta¢ agensem

Najczgstszy btad modelu nominalnego:
,Lek przed $miercig — kulturowe ksztaltowanie do§wiadczenia zatoby...”

e po mys$lniku powstaje osobna fraza
e kotwica staje si¢ nagldéwkiem tematycznym
e zanika sprawczos$¢

Dlatego potrzebny jest operator sprawczosci:

o ,Lek przed $miercig — kulturowe ksztattowanie przez legk do§wiadczenia zatoby...”
lub

e Lek przed $miercig inicjuje kulturowe ksztattowanie doswiadczenia zatoby...”

I dopiero wtedy kotwica pozostaje agensem
Rozrdznienie: przedmiot procesu vs pole dziatania

W modelu nominalnym czesty btad to pomylenie:

e przedmiotu procesu (to, co jest przeksztatcane)

e polem / kanatem (to, poprzez co proces si¢ dokonuje)
Przyktad poprawny:
,Lek przed $miercig — oswajanie leku ikonografig §mierci w sztuce 1 literaturze.”

e przedmiot procesu = ek
e pole = ikonografia §mierci
e kontekst = sztuka i literatura
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Kiedy nominalizacja ma sens

Nominalizacja jest uzyteczna, gdy:

e forma czasownikowa bylaby nienaturalna lub zbyt ci¢zka,
e trzeba unikna¢ strony biernej,
e potrzebna jest wigksza precyzja pojeciowa (np. amortyzacja, instytucjonalizacja),
e zalezy nam na kontrolowanej strukturze rdzenia.
Nominalizacja nie jest preferowana ,,dla stylu”.

Modelem podstawowym pozostaje rdzen czasownikowy — nominalny jest alternatywa,
stosowang swiadomie 1 tylko wtedy, gdy rzeczywiscie pomaga.

Dtugosc rdzenia

Obowigzuje twarda reguta: 7—14 stow, liczac wszystkie wyrazy.

e ponizej 7 stow — brakuje zwykle przedmiotu procesu lub kontekstu; rdzen staje si¢
hastem (,,Lek przed $§miercig a moralno$¢”); embedding robi sie zbyt szeroki i
niejednoznaczny,

e powyzej 14 stow — zaczyna si¢ mini-esej: dopowiedzenia, kwalifikatory, nawisy.

Nawis to dodatkowy fragment zdania, ktéry nie jest konieczny do opisania procesu (np.

rozwlekte komentarze o naturze wspotczesnosci). W rdzeniu trzeba takie fragmenty wycinaé
— one doklejajg modelowi kilka niepotrzebnych wymiarow.

Dobry rdzen:

e ma jeden proces,

e jasno wskazuje, ,,na czym” ten proces zachodzi,

e zawiera minimalny, ale wystarczajacy kontekst (czas, typ kultury, perspektywe),
e miesci si¢ w 7—14 stowach bez kombinowania.

Zbyt krotki rdzen generuje embedding zbyt ogdlny; zbyt dtugi — embedding zaszumiony, bo
model zaczyna ,,wazy¢” dodatkowe dopowiedzenia zamiast rdzenia znaczenia.

Rozbijanie rdzeni zbyt szerokich

Gdy rdzen obejmuje wigcej niz jeden efekt dziatania, trzeba go rozbi¢ na dwa lub wigce;j
rdzeni. Sygnalizujg to:

e dwa niezalezne czasowniki procesualne,
e dwa wyraznie rozne przedmioty procesu,
e dwa odlegle konteksty.

Zly:
,,Lek przed $miercig buduje narracje heroiczne i ostabia solidarno$¢ wspolnotowa.”
Dwa dobre rdzenie:

,L¢k przed $miercig buduje narracje heroiczne wokot poswiecenia.”
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,Lek przed $§miercig ostabia solidarno$¢ wspolnotowg w warunkach kryzysu.”

Rozbijanie nie jest formalizmem — chodzi o to, zeby kazdy embedding miat jeden dominujacy
kierunek.

Jeden proces na jeden rdzen

To konsekwencja poprzedniego punktu, ale warto jg pamietac jako osobng zasadg:
1 rdzen = 1 proces.
Rdzeni ,,}aczonych” nie tworzymy. Nie ma rdzeni, ktore jednoczesnie:

e ksztaltuja rytuaty,

e rozbijajg wiezi,

e i generuja narracje heroiczne.
Jesli pojawia si¢ pokusa, by wszystko to zmiesci¢ w jednym rdzeniu, odpowiedz jest prosta:
trzeba zrobi¢ trzy rdzenie.

Jedno pole semantyczne

Pole semantyczne to spojny obszar kultury, w ktérym zachodzi proces: rytuaty, symbolika,
normy moralne, emocje, narracje, praktyki zalobne, relacje pokoleniowe, struktury rodzinne.

Rdzen powinien odnosi¢ si¢ do jednego takiego pola. Jesli taczy pola odlegle ontologicznie,
embedding zaczyna ,,mieszac swiaty”.

Zty typ taczenia:

e rytuaty + biotechnologia,
e symbolika + gospodarka,
e emocje + technologie cyfrowe (bez jasnego tacznika).

Jezeli tekst rzeczywiscie opisuje przecigcie pol (np. symbolika Zzatobna w mediach
cyfrowych), mozna to uchwyci¢ w jednym rdzeniu — ale musi by¢ jasne, ze to jedno zjawisko
kulturowe, a nie przypadkowe spigcie dwoch obszarow.

Zakaz pytan, negacji i modalnosci

Rdzen ma posta¢ twierdzenia, nie:

e pytania (,,czy”, ,,jak”, ,,dlaczego”),
e negacji (,,nie ksztattuje”, ,,nie wptywa”),
e modalnosci (,,musi”, ,,powinien”, ,,prawdopodobnie”, ,,by¢ moze”).

Te formy sa potrzebne w teks$cie naukowym (problematyzacja, watpliwosci, hipotezy), ale na
poziomie rdzenia sg szkodliwe. Embedding nie ,,rozumie” logiki — modalnosci i negacje
traktuje jako kolejne stowa. W efekcie zamiast czystego wektora procesu powstaje mieszanina
procesu + nastawienia epistemicznego.

Rdzen ma opisywac relacj¢ tak, jakby rzeczywiscie zachodzita, bo jego zadaniem jest
modelowanie mechanizmu kulturowego, a nie stanu badan.
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Zakaz strony biernej

Strona bierna zaciera informacj¢ o kierunku dziatania:

e jest przeksztatcany”,
e ,ulega reinterpretacji”,
e ,bywa amortyzowany”.

W logice rdzeni i embeddingdw jest to nieakceptowalne. Strona bierna:

® rozmywa pozycj¢ agensa (sprawcy),

e zamienia proces w raport o fakcie (,,co$ si¢ wydarzyto”),

e utrudnia analiz¢ intencjonalnosci,

e sptaszcza wektor: model widzi dziatanie, ale gorzej odczytuje ,,kto na kogo dziata”.

Dlatego wszystkie konstrukcje bierne trzeba przepisywac:

e na strong czynng (,,Lek przed $miercig przeksztatca rytuaty”),
e albo — ostroznie — na form¢ nominalng z zachowaniem sprawcy (,,Lek przed smierciag
prowadzi do reinterpretacji rytuatow zatobnych”).

W obu przypadkach kierunek procesu pozostaje jasny.

Konsystencja leksykalna

Korpus rdzeni musi korzysta¢ ze statego stownika bazowego.
W projekcie KR-LPS:

e zawsze ,lek przed $miercig” (nie zmienia¢ na: strach, trwoga),

e zawsze ,rytualy pogrzebowe” (nie zmienia¢ na: obrzedy, obyczaje),

e zawsze ,,symbolika zatobna” (nie zmienia¢ na: funeralna, pogrzebowa),

e zawsze ,kultura $wiecka” / ,kultura religijna” ( nie zmienia¢ na: laicka / sakralna).

Synonimy sg kuszace stylistycznie, ale fatalne embeddingowo: kazdy inny wyraz tworzy
osobny wektor.

Spdjnos¢ leksykalna:

e stabilizuje klastrowanie,

e ulatwia kontrole jakosci rdzeni,

e zwigksza skuteczno$¢ dopasowania pytan uzytkownika do embeddingdw w module
wyszukujacym.

Jesli koniecznie potrzebujesz innego stowa — tworzysz osobny rdzen, a nie ,,drobny wariant”.
Redukcja przymiotnikow i przystowkow

Dopuszczalne sg przymiotniki klasyfikujace (religijny, $wiecki, symboliczny, instytucjonalny,
medyczny). Zakazane sg przymiotniki:

e emocjonalne (,,gleboki”, ,,dramatyczny”),
e cskalujgce wyjatkowos¢ (,,zaskakujacy”, ,,niezwyktly”),
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e oceniajace (,wazny”, ,.istotny”).

One nie dodajg istotnych informacji o procesie, a wprowadzajg szum. Model embeddingowy
koduje je jako kolejne wymiary — nie jako ,,0zdobniki”.

Zamiast:
,dynamiczna i gwaltowna transformacja norm moralnych”
w rdzeniu wystarczy:

»transformacja norm moralnych w praktykach spotecznych”.
Unikanie metafor i jezyka figuratywnego

Metafory sg $wietne dla ludzi, ale toksyczne dla embeddingéw. Model nie ma osobnego trybu
,czytam metaforycznie” — traktuje wszystkie wyrazenia jako dostowne.

Dlatego w rdzeniach nie uzywamy:

e  kultura tanczy z nowoczesnoscia”,
o ,Lek przed $miercig wchodzi w dialog z tradycja”,
e  zaloba niesie cien Smierci”,
e odgrywa teatr Smierci”.
To sa dobre zdania eseistyczne, ale zte rdzenie. Jezyk rdzeni ma by¢ techniczny,

deskryptywny, bez figur retorycznych. Jesli zdanie brzmi jak fragment eseju, a nie jak notatka
analityczna — trzeba je uproscic.

Oddzielanie perspektyw naukowych

Jezeli jeden proces jest analizowany z roznych perspektyw teoretycznych, kazda z nich
powinna dosta¢ osobny rdzen.

e Socjologiczna — normy, instytucje, role, systemy kontroli.
e Psychologiczna — emocje, mechanizmy obronne, tozsamosc¢.

¢ Filozoficzna — pojecia dobra, zla, sensu, $§mierci.
e Antropologiczna — rytualy, symbole, struktury przejscia.

Nie nalezy wciska¢ dwoch perspektyw w jedno zdanie typu:

,Lek przed $miercig w sensie filozoficznym i socjologicznym redefiniuje dobro i normy
spoleczne.”

To sa de facto dwa rézne procesy w dwoch réznych polach analizy.

Nalezy zrobi¢ dwa rdzenie, kazdy z wtasng perspektywa i wlasnym polem. Wtedy
embeddingi nie mieszaja dyskursow, ale pozwalaja §wiadomie wiaczaé/wytacza¢ dang
perspektywe w analizie.
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Kompatybilnos¢ embeddingdw i zasada jednego okna czasowego

Wszystkie rdzenie 1 wszystkie chunki tekstow musza zosta¢ przetworzone przez model
embeddingowy w tym samym oknie czasowym. Oznacza to, ze wszystkie embeddingi, ktore
majg by¢ porownywane w FAISS, muszg pochodzi¢ z tej samej wersji modelu.

Dlaczego?

Modele embeddingowe (ME) sg aktualizowane przez tworcow — modyfikowane sg ich
parametry, procedury normalizacji, rozklady wektorow, a nawet struktura przestrzeni
semantycznej. Z zewnatrz uzytkownik widzi ten sam endpoint API, ale rozrzut wektorowy
tego samego zdania moze by¢ inny dzi$ 1 inny za miesigc.

Z tego wynika fundamentalna konsekwencja metodologiczna:
Rdzenie i chunki muszg by¢ embeddingowane jednoczesnie.

Jesli chunki zostang przetworzone w styczniu, a rdzenie w lutym, istnieje wysokie ryzyko, ze
powstang dwa zbiory wektorow o niekompatybilnych wlasnosciach geometrycznych.
FAISS nadal policzy podobienstwo, ale:

e wektory beda miaty rézne ,,lokalne geografie”,

e kierunki semantyczne bgda lekko przesunigte,

e rdzen x nie bedzie wskazywat na te same teksty, ktoére wskazywatby miesigc
wczesniej,

e wyniki poréwnawcze begda niestabilne i niereplikowalne.

To wlasnie nazywa si¢ dryfem embeddingowym: powolnym, ale realnym przesuwaniem
przestrzeni semantycznej mi¢dzy kolejnymi wersjami ME.

Konsekwencje praktyczne dla projektu KR-LPS (kulturotworcza rola Igku przed $Smiercig)

e Jednorazowe okno embeddingowania
Wszystkie chunki 1 wszystkie rdzenie powinny zosta¢ embeddingowane w jednej sesji
lub tej samej dobie, najlepiej jednym skryptem.

e Nie wolno uzupethia¢ korpusu rdzeni po czasie, jesli ma on by¢ porownywany z
istniejagcymi embeddingami
— chyba ze przeliczysz caly korpus od zera.

e Nie wolno aktualizowa¢ rdzeni bez re-embeddingowania chunkow,
nawet jesli zmianie ulega tylko kilka rdzeni. ME interpretuje teksty wzglednie
wzgledem catej przestrzeni — pojedyncze poprawki wymagaja pelnego restartu
embeddingow.

e Stabilno$¢ FAISS zalezy od jednorodno$ci wektorow
FAISS nie ,,wie”, ze embeddingi powstaly w roznych wersjach modelu.
Dla niego to tylko punkty w przestrzeni. Jesli przestrzen si¢ zmienita, FAISS nie ma
zadnego mechanizmu korekty.

Zaleznos¢ od czasu dzialania modelu

Model embeddingowy nie jest ,,statym obiektem matematycznym”. Gdy OpenAl publikuje
nowa wersj¢, endpoint pozostaje ten sam, ale:
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e zmieniajg si¢ statystyki normalizacji,
e zmienia si¢ roztozenie kierunkdw semantycznych,
¢ niektore relacje staja si¢ ostrzejsze, inne stabsze.

Dlatego:

Poniewaz chcemy mie¢ porownywalnos¢ embeddingdw — wszystkie embeddingi musza
pochodzi¢ z tego samego momentu.

To jest zasada absolutnie kluczowa i musi by¢ przestrzegana rownie rygorystycznie jak
zasada 7-14 stéw czy zakaz strony bierne;.

Checklista walidacyjna rdzeni semantycznych

Checklista stuzy do jednoznacznej oceny, czy rdzen jest poprawny embeddingowo i
metodologicznie.
Kazdy rdzen musi spetni¢ wszystkie ponizsze warunki.

A. Struktura rdzenia

1.

Czy rdzen zawiera kotwice (agens) na poczatku zdania?
(wyjatki mozliwe, ale musza by¢ swiadome — standard: kotwica otwiera rdzen)

Czy kotwica petni funkcj¢ sprawcza (agens przyczynowy), a nie bierny nagtoéwek?

Czy rdzen zawiera element procesualny?
— czasownik czynny lub nominalizacja z operatorem sprawczosci.

Czy jest jasno wskazany przedmiot procesu?
(to, co podlega przeksztatceniu)

Czy pole/kontekst dziatania jest jednoznaczne?
(rytuaty, ikonografia, narracje, normy, praktyki zalobne itd.)

B. Wariant procesualny

6.

7.

8.

Jesli rdzen jest czasownikowy:
— czy uzyto czasownika dynamicznego?
— czy unika pseudo-czasownikow typu ,,dotyczy”, ,,pozostaje w relacji z°?

Jesli rdzen jest nominalny:

— czy nominalizacja NIE stoi sama po my$lniku?

— czy operator sprawczosci jest obecny (czasownik inicjujacy lub fraza kauzalna)?
— czy kotwica nie stata si¢ nagtowkiem semantycznym?

— czy przedmiot procesu jest jawnie wskazany?

Jesli rdzen jest autoreferencyjny:
— czy kotwica i przedmiot procesu petnig rézne funkcje semantyczne?
— czy zalezno$¢ przyczynowa pozostaje czytelna?

C. Jednoznaczno$¢ znaczeniowa

9.

Czy rdzen zawiera doktadnie jeden proces?
(zakaz taczenia kilku dynamik w jednym zdaniu)
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10. Czy odnosi si¢ do jednego pola semantycznego?
(brak mieszania np. rytuatéw + gospodarki, norm + technologii)

11. Czy kierunek dziatania jest jednoznaczny?
(zakaz strony biernej)

12. Czy rdzen jest zrozumiaty w 1-2 sekundy?
(test ,,natychmiastowej percepcji”)

D. Higiena jezykowa
13. Czy rdzen miesci si¢ w twardym limicie 7-14 stow?

14. Czy unika pytan, negacji i modalnosci?
(,,czy”, ,,nie”, ,,powinien”, ,,prawdopodobnie”, ,,by¢ moze”)

15. Czy unika metafor oraz jezyka figuratywnego?
(embedding traktuje metafory dostownie)

16. Czy stownik jest spdjny z pozostatymi rdzeniami?
(jedna terminologia: ,,Igk przed $miercig”, ,,symbolika zalobna”, ,,rytualy
pogrzebowe”)

17. Czy nie zawiera zbednych przymiotnikow i przystowkow?
(dopuszczalne tylko przymiotniki klasyfikacyjne)

E. Kryterium koncowe

18. Czy rdzen zachowuje logike:
kotwica (agens) — proces — przedmiot procesu — pole/kontekst?

19. Czy rdzen mozna bez watpliwosci umiesci¢ w jednej grupie rdzeni (klastrze)
tematycznych?

Zasady budowy rdzeni semantycznych — skrot

Rdzenie semantyczne — jak opisa¢ kulture, by mogta ja zrozumie¢ sztuczna inteligencja?

Gdy analizujemy kulture — rytuaty, symbole, normy, emocje zbiorowe - sztuczna inteligencja
dziata poprzez modele embeddingowe (ME). Nie ,,rozumiejg” one kultury jak cztowiek;
przeksztatcaja tekst w wektory, czyli punkty w semantycznej przestrzeni matematycznej. Aby
te punkty byly jednoznaczne, tekst wejsciowy musi by¢ wyjatkowo precyzyjny.

Dlatego powstala koncepcja rdzenia semantycznego — najmniejszej jednostki opisu procesu
kulturowego, ktérag Al moze odczytac stabilnie i konsekwentnie. Rdzen nie opisuje
wszystkiego, co wiemy. On ,,chwyta” sedno: co dziata na co, jak i w jakim kontekscie.

Rdzenie uzywane sg w systemach wyszukiwania semantycznego (ME + FAISS, czyli ), ktore
potrafig odnajdywaé¢ w duzych zbiorach tekstow fragmenty odpowiadajace okreslonemu
mechanizmowi kulturowemu. Aby takie dziatanie byto mozliwe, kazdy rdzen musi by¢
jednoznaczny, procesualny, spojny semantycznie i precyzyjnie zbudowany.

Kazdy rdzen zaczyna si¢ od tego, co napedza proces — czynnika sprawczego. Ten czynnik
nazywamy kotwica. W projekcie ,,Kulturotwoércza rola lgku przed $miercig” (KR-LPS)
kotwicg jest wyrazenie ,,Igk przed $miercig (LPS)”, rozumiany nie jako emocja jednostki, lecz
sita kulturotwoércza wymuszajgca rytualne, symboliczne i normatywne odpowiedzi.
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Dzigki kotwicy wszystkie rdzenie stanowig jedng rodzine i Al nie ,,gubi si¢”, o jakim
zjawisku mowimy. Jesli kotwicy zabraknie, lub jesli zostanie postawiona gdzie$ poza
poczatkiem zdania, model moze btednie uzna¢ rdzen za nalezacy do innego tematu.

Rdzen musi by¢ procesem. Nie moze by¢ tytulem (,,lek przed §miercig a moralnos$¢™) ani
obserwacja (,,lek przed $miercig w kulturze jest wazny’’). Musi opisywac dzianie si¢, czyli
proces kulturowy: przeksztatcanie symboli, formowanie rytualow, wyttlumianie emocji,
inspirowanie narracji.

Kazdy rdzef — niezaleznie od formy jezykowej — ma t¢ samg strukture:

K kotwica (agens) — EP element procesualny — PP przedmiot procesu — PKK pole /
kanat / kontekst

Przyktad:

Lek przed $miercig (K) — ksztattuje (EP) — do$wiadczenie zatoby (PP) — poprzez praktyki
zatobne w kulturze miejskiej XX wieku (PKK).

e Kotwica (agens) — gtowny czynnik sprawczy rdzenia (w projekcie KR-LPS: ,,Lek
przed $miercig”).

¢ Element procesualny — proces, ktory si¢ dokonuje (np. ksztattuje, transformuyje,
oswaja, reinterpretuje, amortyzuje, ksztaltowanie, transformacja, oswajanie,
reinterpretacja, amortyzacja).

e Przedmiot procesu — to, co bezposrednio podlega dziataniu (Igk, doswiadczenie
zatoby, normy, relacje, symbolika, rytuaty).

e Pole / kanat / kontekst dziatania — to, w czym 1 poprzez co proces si¢ realizuje
(rytuaty, ikonografia, instytucje, praktyki zalobne, typ kultury, epoka).

Pozostate zasady budowy rdzenia
e Dlugosé: 7-14 stow.

e Jeden proces na rdzen: brak taczenia kilku dynamik (np. ‘buduje narracje’ i ‘ostabia
solidarnos¢’).

e Jedno pole semantyczne, zadnych taczen typu: rytuaty + biotechnologia.

e Zakaz pytan, negacji, modalnos$ci: rdzen musi by¢ twierdzeniem.

e Zakaz strony biernej: zawsze strona czynna lub nominalizacja z jawnym agensem.
e Staty stownik: zakaz uzywania synonimow (Igk, strach, obawa, panika).

e Brak metafor: embeddingi traktuja metafory dostownie.

e (ddzielanie perspektyw naukowych: osobny rdzen dla socjologii, psychologii,
antropologii itd.
Wazna zasada techniczna — jedno okno czasowe
Modele embeddingowe (ME) zmieniaja si¢ w czasie: aktualizujg parametry i sposob
odwzorowania znaczen w przestrzeni wektorowej. Dlatego fragmenty tekstow (chunki) i

rdzenie musza by¢ embeddingowane (zamieniane na wektory) w tym samym momencie. Jesli
chunki powstang dzis, a rdzenie za miesigc, ich wektory beda pochodzity z r6znych ,,wersji”
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przestrzeni semantycznej. FAISS nadal je porowna, ale wyniki beda mniej stabilne i
trudniejsze do replikacji. Stad reguta: wszystkie embeddingi musza by¢ generowane w
jednym oknie czasowym.

wersja 1 07.01.2026
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